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Abstract: Representation learning plays a crucial role in automated fea-
ture selection, particularly in the context of high-dimensional data, where
non-parametric methods often struggle. In this study, we focus on super-
vised learning scenarios where the pertinent information resides within
a lower-dimensional linear subspace of the data, namely the multi-index
model. If this subspace were known, it would greatly enhance prediction,
computation, and interpretation. To address this challenge, we propose a
novel method for joint linear feature learning and non-parametric function
estimation, aimed at more effectively leveraging hidden features for learn-
ing. Our approach employs empirical risk minimisation, augmented with
a penalty on function derivatives, ensuring versatility. Leveraging the or-
thogonality and rotation invariance properties of Hermite polynomials, we
introduce our estimator, named RegFeaL. By using alternative minimi-
sation, we iteratively rotate the data to improve alignment with leading
directions. We establish that the expected risk of our method converges in
high-probability to the minimal risk under minimal assumptions and with
explicit rates. Additionally, we provide empirical results demonstrating the
performance of RegFealL in various experiments.
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1. Introduction

The increasing availability of high-dimensional data has created a demand for
effective feature selection methods that can handle complex datasets. Repre-
sentation learning, which aims to automate the feature selection process, plays
a crucial role in extracting meaningful information from such data. However,
non-parametric methods often struggle in high-dimensional settings.

A sensible approach is to consider that there are a lower number of unknown
relevant linear features, or linear transformations of the original data, that ex-
plain the relationship between the response and factors. A popular way to model
this is to consider the multi-index model [33], where we assume that the predic-
tion function is the composition of few linear features which form a linear sub-
space (the effective dimension reduction (e.d.r.) subspace) and a non-parametric
function. The multi-index model has been used in practice in many fields, such
as ecology [26] or bio-informatics [1]. If the features were known, learning would
be much easier due to the lower dimensionality of the problem, and their low
number allows for a simpler, more explainable model, as well as a lesser need for
computational and storage resources. Although these relevant features are not
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known a priori, recognising their existence enables the development of methods
that incorporate them, potentially resulting in better estimators for prediction.

Related work A wide range of methods have been proposed to estimate the
e.d.r. space in the context of multi-index models. [8] introduced the method
of moments, initially designed for Gaussian data and an e.d.r. of dimension
one. This method uses specific moments to eliminate the unknown function and
focuses solely on the influence of the e.d.r. space. Extensions of this approach
for distributions with differentiable log-densities have been provided, resulting
in the average derivative estimation (ADE) method [27].

To incorporate subspaces of any dimension, several methods have been pro-
posed. Slicing methods, such as slice inverse regression (SIR) [20], use second-
order moments to account for subspaces. Principal Hessian directions (PHD)
[21] extend the approach to elliptically symmetric data. Combining these tech-
niques, sliced average derivative estimation (SADE) [3] offers a comprehensive
approach. However, these methods heavily rely on assumptions about the dis-
tribution shape and require prior knowledge of the distribution, limiting their
applicability.

Iterative improvements have been suggested for both the one-dimensional
latent subspace case [16] and the general case [11]. Other optimisation-based
methods, such as local averaging, aim to minimise an objective function to
estimate the subspace [13, 34]. Although these procedures exhibit favourable
performance in practice, particularly the MAVE method [34], the theoretical
guarantees provided by [34] show exponential dependency in the dimension of
the original data. Nonetheless, the recent work by [19] has made significant
contributions to sufficient dimension reduction (SDR) by providing robust the-
oretical results for high-dimensional data that do not exhibit exponential depen-
dency. However, their method, designed primarily for dimension reduction and
variable selection in the specific setting of the square loss, relies on the linearity
condition, which holds for example under the assumption that the covariates
follow an elliptically contoured distribution.

In our work, we consider regularising the empirical risk by incorporating
derivatives, a technique employed in various contexts. Classical splines, such
as Sobolev spaces regularisation [31], have used derivative-based regularisa-
tion. More recently, derivative regularisation has been employed in the context
of semi-supervised learning [9], as well as in linear subspace estimation using
SADE [3].

Contributions We propose a novel approach for joint function estimation
and effective dimension reduction space estimation in multi-index models.

We employ the empirical risk minimisation framework, compatible with a
wide range of loss functions, which is regularised by a penalty on the derivatives
of the prediction function. The proposed regularisation enforces dependence
on a reduced set of projected dimensions. Our method addresses the discussed
limitations of previous methods. Indeed the assumptions on the distribution
of the covariates are minimal (typically subgaussianity of the norm), and does



4078 B. Follain and F. Bach

not require said distribution to be known a priori. We are also able to provide
explicit rates for the high-probability convergence of the expected risk of our
estimator to the minimal risk, again with limited assumptions.

To construct our estimator, which we coin RegFealL, we exploit the ad-
vantageous properties of Hermite polynomials, which exhibit orthogonality and
rotation invariance. By incorporating alternative minimisation on a variational
formulation of the problem, we enable iterative rotation of the data to better
align with the leading directions, as well as easy computation of the unknown
relevant dimension of the e d.r. space. Furthermore, for the specific case of the
variable selection problem, that is, when only a subset of the coordinates of the
original data is relevant, we can simplify our proposed penalty term which yields
a computationally more efficient algorithm.

While our primary objective is to leverage the existence of a dependency on
only a few variables or features, we also offer principled ways to estimate the
dimension of the feature space and select the relevant features.

We provide detailed explanations about the efficient computation of our es-
timator, ensuring its practical usability. Additionally, we present theoretical
results that establish the high-probability convergence to the minimal risk of
the expected risk of our estimator, with limited assumptions on the loss and
data distribution. This allows for a deeper understanding of the performance of
the method and the dependency on certain parameters such as the dimension
of the original data and the number of samples.

To demonstrate the strengths of our approach, we conduct an extensive set
of experiments focusing on training behaviour, dependency on sample size and
dimension, and comparison to other methods.

Importantly, our regularisation strategy is applicable to a wide range of prob-
lems where empirical risk can be formulated, making it a versatile tool for fea-
ture learning and dimensionality reduction tasks, potentially extending beyond
statistics to fields such as signal processing and control.

In summary, our contributions encompass the introduction of a novel empiri-
cal risk minimisation framework with derivative-based regularisation for predic-
tion and e.d.r. subspace estimation in multi-index models. We provide efficient
computational techniques, theoretical insights, and empirical evidence, high-
lighting the advantages of our proposed method.

Paper organisation The paper is organised as follows: we begin by describing
the problem, our penalties, and the use of Hermite polynomials in Section 2.
Then, we address the question of effectively computing our estimator RegFeal
in Section 3. In Section 4, we discuss the convergence of the empirical risk of our
estimator. In Section 5, we present numerical studies to illustrate the behaviour
of RegFeaL. Finally, in Section 6, we summarise our findings, highlight the
contributions of our research, and discuss potential future directions.

Notations Let N denote the set of non-negative integers and N* the set of
positive integers. For d € N, let [d] = 1,...,d. Given x € R? and a € [d], z,
represents the a-th component of x. Similarly, for S C [d], zg denotes (z4)acs-
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Let p,d € N*, and consider a matrix A € RP*?, The matrix Ag corresponds
to the columns of A extracted using indices from S, while A; ; represents the
element of A in the j-th position of row i. The cardinality of a set S is denoted
by |S]. I; represents the d x d identity matrix, and Oy denotes the set of d x d
orthogonal matrices. For any dxd matrix A, tr(A) denotes its trace, and Diag(A)
represents the diagonal matrix of size d x d with the diagonal elements of A.
The transpose of a matrix B is denoted by B'. For an invertible matrix A,
A~ represents its inverse. Given n € R? Diag(n) is the diagonal matrix of
r)l/

size d x d with 7 as its diagonal. For r > 0, ||n||, = (25:1 1na|") " For any

aeN o = ZZ=1 .

2. Preliminaries
2.1. Problem description

We consider a standard regression problem, where we have access to a dataset
(:E(i),y(i))ie[n], n € N* consisting of independent and identically distributed
(i.i.d.) realisations of a pair of random variables (X,Y) with probability mea-
sure v on X x Y C R? x R. Our objective is to estimate the regression func-
tion f* := argming.z R(f), where R(f) := E, (£(Y, f(X))) is the risk, £ is a
loss function and F a space of functions from R¢ to R. At this stage, we do
not impose any assumptions regarding the choice of loss function or the data
distribution.

We consider the multi-index model [33], i.e., a model where the regression
function depends on a low-rank linear transformation of the original variables.

Assumption 2.1 (Feature Learning). We assume that the regression func-
tion f* can be expressed as the combination of a rank s linear transformation P
and a function g* from R® — R, i.e.,

Jse[d, AP eR>®, PTP=1,, 3g* :R* - R, V2 € RY, f*(z)=g*(P"x).

We do not assume any prior knowledge about the value of s. The model
is nonparametric hence it remains broad. Our objective is to simultaneously
estimate both f* and the associated linear transformation P, as well as the
dimension s, by means of regularised empirical risk minimisation. Recall the
definition of the empirical risk R(f) := 137" £(y@, f(z())). This approach
offers versatility, allowing its application to various scenarios. Although our focus
lies on the regression setting, we acknowledge the potential of the regularisation-
based method for future work in any setting where a risk can be defined.

2.2. Penalising by derivatives

With these assumptions, it is common to employ derivative-based regularisa-
tion techniques [3, 24]. Under mild regularity assumptions, if we express f
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as f = g(QT-) with Q € R%* then for all z € R? Vf(z) Vf(z)' =
QVg(z)-Vg(x)TQT, where Vf(x) € R? denotes the gradient of f at point .
Consequently, we observe that

/VfoTyz( of ﬁ,,)
X X 3xa al'b a,beld]

has a rank of at most s. This observation motivates us to employ the rank
of [ v VIVf Tv as a penalisation. However, the discontinuous nature of the rank
makes this approach challenging for optimisation. To address this, we could
penalise instead by tr ( S VIVS TZ/) as a convex relaxation [23].

This strategy would extend the work of [24], which focuses on variable selec-
tion, a special case of feature learning. It corresponds to the constraint that P
from Assumption 2.1 only contains 0 and 1 (with exactly a single one in each
column), resulting in a model where the regression function depends on a limited
number of the original variables.

Assumption 2.2 (Variable Selection). We assume that f*, the regression func-
tion, actually only depends on s of the d variables, i.e.,

Ised, 3Sc[d], |S|=s, Fg*:R* =R, Ve € RY, f*(2) = g"(x5).

In this variable selection setting, we can remark that it suffices to penalise by
a simpler quantity. Specifically, under some mild regularity assumptions on the
function f, f does not depend on variable z, if and only if the partial derivative
of f with respect to z,, denoted by %, is null everywhere on X. Hence, the
task is to design a penalty that enforces sparsity in the dependence on different
variables.

To address this, we can draw inspiration from the group Lasso [35], which
extends the Lasso method to enable structured sparsity. The group Lasso en-
courages groups of related quantities to be selected or excluded together by
penalising the sum over each group using an appropriate penalty. For example,
the derivatives with regard to a variable z, at data points (¥ should all be
null if the function does not depend on variable x,. Hence, they constitute a
relevant group for group Lasso.

Combining these observations, [24] proposed a strategy using the fact that

2
for all a € [d], f does not depend on z,, if and only if fX (;Tfa(x)) v = 0. They
introduced penalties on each variable and summed them to obtain the penalty

Zi:l ([ (%(m))2l/(x)dx)l/2. However, since these quantities are intractable
due to the unknown nature of v, they use a data-dependent penalty instead

(15 (Zen))

By assuming that f belongs to some regular reproducing kernel Hilbert space
(RKHS), the partial derivatives are easily computable, and so is the penalty
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[24] [for a good introduction to RKHS, see 2]. However, this regularisation by
an estimate of the L? norms of derivatives in the context of RKHS is not suit-
able. Functions that depend on a single variable, such as x1, do not belong to
the RKHS, making it an inappropriate space for addressing this type of prob-
lem. Additionally, another regularisation by the norm in the RKHS is required,
introducing an extra hyperparameter. Moreover, using derivatives only at the
data points limits the exploitation of the power of regularity.

We are confronted with two challenges here. First, how can the penalisation
scheme be improved for variable selection? Second, how can it be adapted for
feature learning? While our primary goal is the latter, we consider the former
as a by-product of our methodology.

To address both challenges, we employ Hermite polynomials [15], although it
is worth noting that various other alternatives could have been considered for
the first problem where rotation invariance is not needed.

2.3. Hermite polynomials for variable selection

To facilitate understanding, let us first consider the simpler case of variable selec-
tion. We employ multidimensional Hermite polynomials due to their suitability
for both variable selection and feature learning. The normalised one-dimensional
Hermite polynomials (hy(x))k>0 form an orthonormal polynomial basis for the

standard Gaussian measure on R with density \/%e*ﬁ/ 2. The first few polyno-

mials are given by!

1, 1
— (22 = 1), hs(z) = —=(2° — 32).
5= 1), () = (e - 30
These polynomials possess useful properties that allow their recursive compu-
tation and characterise their growth and their derivatives?

hnsal®) = S hosa(a) =\ o) )

hy () = f hn—1() (2.2)
| ()] < exp(a® /4). (2.3)

Next, we define the multivariate polynomials as follows

ho(z) =1, hy(z) =z, ho(z) =

T

d
(H"‘)aeNd where Vo € RY, H,(x) = H e, (z4). (2.4)
a=1
This family forms an orthonormal basis of the space L2 = { f: RY —

R, [oa f2q < +oo} where g(z) = (2,3[1/2 e~ l21°/2 denotes the ﬁtandard normal

LGiven the regular “physicist” Hermite polynomials Hy, (not to be confused with multivari-

ate polynomials defined in Equation (2.4)), we have hy(z) = \/WH’“ (x/\/2) for any k € N
and for the “probabilist” Hermite polynomials Hey, we have hy(x) = \/——Hek( x).

2The last property can be proved using Hermite functions and Cramer’s inequality [28].
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distribution on R?. We now present a Lemma which justifies the use of the
multivariate Hermite polynomials in the variable selection setting.

Lemma 2.1 (Equivalence for Dependency on Variables). Let f € L%(q) and
express it as f =) cna f(a)Hy. Then for any b € |d],

f does not depend on variable x, <= Va € (Nd)*7 ap #0 = f(a) =0.

Proof of Lemma 2.1. For x € RY, we have ho(z) = 1 and

f(x): f(0)+ Z f(a) H ha, (xa) + Z f(a) H ha, (xa)a

a€(N9)*,a,=0 acld\{b} a€(ND)* ap>0 acld]

does not depend on =z depends on zy

i.e., f can be decomposed into two additive components, one of which does not
depend on z;. For the component that depends on xy, it is the sum over o € N¢
such that oy is nonzero, yielding the result. O

We observe that when f does not depend on a variable, it corresponds to
a specific sparsity pattern in the coefficients f () with respect to the basis
(Ha)wena- Indeed, if f does not depend on xp, all coefficients f(a) for a in the
group {a € (Nd)*,ozb > 0} must be null. These groups overlap for different
variables, and a similar argument holds for feature learning as we will see in
Section 2.4. This specific sparsity pattern motivates the use of a penalty based
on group Lasso [35], and more specifically overlapping group Lasso [17].

Hence, the Hermite polynomial basis is well-suited to this variable selection
setting, while the space L?(q) is sufficiently large to describe a wide range of
functions. However, it is worth noting that other spaces and well-adapted bases,
such as any orthonormal basis of square-integrable functions, could also be used.
Moreover, we use the Gaussian measure only to define the basis, and our method
can be applied to all distributions.

To define a penalty relevant to variable selection, we examine the derivatives
of H,. Here, we decompose any f € F as f = > na f(a)H,. Let e, denote
the a-th element of the canonical basis of RY, for a € [d]. Using Equation (2.2),
we obtain the following identities

OH,
9z, VoaoHey e, (2.5)
0 R
8; = > Vasf(a)Ha, (2.6)
T ag(Nd)
ar\? R
L(GE) = & adtar (27)
Re a ac(Nd)*

However, we remark that Equation (2.7) corresponds to the expected version
of the penalty proposed by [24] (when v = ¢), which we deemed not suitable
for our problem: indeed, penalising the L?-norm of derivatives does not impose
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enough regularity for statistically efficient non-parametric estimation and thus
requires extra regularisation, as specified by [24].

We consider instead introducing a sequence (cg)r>o of non-negative reals, to
further regularise and avoid the need for additional regularisation. We consider
the space F, spanned by the family composed of H, for o = 0 or a € (N?) such
that ¢jq > 0, i.e., F := Span ({HO} U {H,, for a € (N%)* such that c|a|>0})
and consider two penalties. First, we define a sparsity-inducing penalty, which
depends on a hyper-parameter r € (0, +00)

Quar(f) = (Zdj ( aaﬁﬂay)w)”r.

a=1 *ae(Nd)*

This penalty encourages sparsity in the dependence of f on individual variables,
as it pushes quantities of the form (ZaE(Nd)* aaﬁf(a)Q)T/Q to be 0. When

this is the case, we obtain that Ya € (N%)*, a, # 0, f(a) = 0, i.e., f does
not depend on variable z, (Lemma 2.1). When r > 1, Qy,, is a norm, which
makes the problem easier to study from a theoretical point of view because
if the loss is convex, this will yield a convex optimisation problem. However,
estimators obtained through regularised empirical risk minimisation often suffer
from bias due to the strong shrinkage associated with sparsity. Convex penalties
can inadvertently reduce the significance of essential variables or features by
excessive shrinkage to enforce sparsity. To address these issues, one can retrain
on the set of selected variables or use concave penalties, which, despite presenting
more analytical challenges, frequently deliver superior results by pushing the
solution towards the boundary and enhancing sparsity [36, 5]. In this work, we
adopt this strategy through the hyper-parameter » when r < 1, which is the
choice used in practice, while » = 1 is used in the theoretical analysis.

The link with the nullity of the derivative can be seen using Equation (2.7)

1 . r/2 af 2
( > aac—alf(a)2) =0 — Rd<axa> q=0.

ae(Nd)*

Next, we introduce a smoothness-inducing norm, which penalises higher-order
polynomials, i.e., those with large || (the dependence only on |«| is needed for
future rotation invariance)

= % iﬂa)?)m.

C
ac(Nd)* la|

It is important to note that €y is not integrated into the theoretical analysis
and will be used with a much smaller and fixed parameter compared to Q..
Its primary purpose is to enforce numerical stability during the optimisation
procedure, as discussed in Section 3.

The choice of (cg)gen+ significantly influences the behaviour of the penalties.
In this work, we will consider two specific choices: ¢ = 1y<ps for some M € N



4084 B. Follain and F. Bach

and ¢, = p* for some p € [0,1). Both choices ensure that all three penalties
are well-defined. Notably, when M = 1, {,,, considered with the quadratic loss
reduces to the basic Lasso problem with linear features [29].

It is worth mentioning that the coefficient f (0), which corresponds to the
constant function Hy = 1, is never penalised because it does not depend on any
of the variables.

We then consider estimating f* in the setting described in Assumption 2.2
by R

fott i= argmin R(f) + A () + p (), (28)
feFr
with A a fixed parameter and p a hyper-parameter to be estimated. When r > 1
and the loss is convex, we obtain a strongly-convex objective function, hence
with a unique global minimiser. When r < 1, which we use in practice, only a
local minimiser can be reached.

2.4. Hermite polynomials for feature learning

We now turn to the feature learning setting described in Assumption 2.1. The
Hermite polynomials are particularly well-suited for feature learning, as they
allow us to bridge the gap between variable selection and feature learning with
only a minor modification of the previous penalties. This suitability is visible
in some important properties which we now describe. First, the multivariate
Hermite polynomials possess a rotation invariance property.

Lemma 2.2 (Rotational Invariance Property of Hermite Polynomials). For
any z,x’' € RY, any k € N and any orthogonal matriz R € Oy,

> Hu(x)Ho(2') = Y Hu(Rx)Ho(Ra)).

lal=k la|=k

The proof of this lemma is available in Appendix A.l. This property will
be extremely useful to characterise the statistical behaviour of our methods,
as discussed in Section 4. Another key property is that for any R € Oy, the
family (Ha(R-)), ya also forms a basis of L?(q). Consequently, we can express
any f € F in this basis.

Moreover, we can characterise the derivatives of functions in L?(q) as in
Equation (2.7). Let f € F be written as f =) ga f(a)Ha, then using Equa-
tion (2.6), we have the following expressions for the derivatives

/Rd ((;Z) <§—g{b>q =Y Vi + DV +Df(a+e)fla+e). (29)

a€ENd

As before, we aim to enhance the regularisation using the sequence (cg)r>o0
For r € (0,+00), we define

Qpeat (f) = (tr (M}"/Q))l/r
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1

Clal+1

Ve + IWap + 1f(a+ed) f(a+e), a,be[d].

(2.10)

aeNd

It is worth noting that M} is a positive semi-definite matrix (see the proof
of Lemma 2.3). The penalty Qf.a; pushes the eigenvalues of of My towards 0,
and since the rank of M is equal to the number of its non-zero eigenvalues,
the penalty encourages the rank of M} to be low. It is crucial that ¢/, depends
solely on |a| and not on any other quantities depending on « (e.g., maxqe(q a
for example). This property allows us to leverage the rotation invariance prop-
erty described in Lemma 2.2, which is needed for our estimation algorithm in
Section 3 and for obtaining statistical consistency results in Section 4.

Let us now examine some important properties of the proposed regularisation.

Lemma 2.3 (Properties of the Regularisation). For any f € F, the following
properties hold

1.

to o

Let R € Og, if we define g = f(R:), then My = RMyR" and Qear(f) =
Qfeat(g)'

Quar(f) = (tr (Diag(M,)/2))""
If My is diagonal, Qseat(f) = Qvar(f).

. Let My = UDUT be the eigendecomposition of My, where U € Og and D

is a diagonal matriz. If we define g = f(U-), then My = D is diagonal
and thus Qseat (f) = Qvar(9)-
Let My = UDU" be the eigendecomposition as above. If the rank of D
is s, then g = f(U-) only depends on variables x, where D, > 0 and f =
g(UT") only depends on s linear transformations of the original coordi-
nates, namely of (U x)q for a such that D, > 0.
Ifr=1,

Qpeat (f) = Riél(f;d Quar(f(R)).

Proof of Lemma 2.3. We proceed by proving each assertion separately.

1.

We have for z € R?

d
ZTMfz: Z Z L zazb\/oza—|—1\/ab—|—1f(a+ea)f(a+eb)

a7b:1 a€eNd CIO‘|+1

d
= Z Z LZazb<8a—gri’HC'“>L2(q)<§_Jfb’HQ>L2(Q)

a,b=1 qeNd

1 2
Z <zTVf, Ha>L2(q).

aeNd C‘O‘H‘l

This shows that My is positive semi-definite, writing N (0, ;) for the stan-
dard normal distribution on R%, we then have

1 2
ZTMQZ B %;]d Clal+1 (EXNN(O,IGZ) (ZTVQ(X)H&(X)))
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= ! (IEXN N (2 RTV f(RX)Ha(X)))Q
aENd clo‘H’l
as Vg(X) = RTVf(RX)

= ! (IEXN N1 (2T RTVF(RX)Hq( RX)))2

aeNd C|a‘+1

by Lemma 2.2,

"2 - (Exewion TR VIO Ha (X))
aeNd ¢

by rotation invariance of the standard Gaussian,
=2"R" MRz,

that is M, = RTM;R. The second assertion follows by the rotation in-
variance of the trace.

. It suffices to see that for any a € [d]

(+12fa+e)= Y —auf(@)?,

c
Q€N a0 1

Dia‘g(Mf)a,a = Z

aENd C‘(XH‘I

and therefore
d 1 - r/2
tr (Diag(Mf)T/z) = ( Z Oéac—f(Oé)2) = Quar(f)"
1

This is a direct consequence of the previous result, because of the definition
of Qfeat-

By applying the first result, we find that Q¢cat(f) = Qeat(9) and My = D.
Then, using the third result, we conclude that Quar(g) = Qfeat(g). This
establishes the desired result.

Consider the function g = f(U-). From the previous result, we know that
Mgy = D is diagonal. According to the definition of .y, we have D, = 0
if and only if g does not depend on variable z,. Consequently, if the rank
of D is s, then g only depends on s variables, specifically those for which
D, > 0. As a result, we can conclude that f = g(U"-) depends solely on
(UTz), for a such that D, > 0.

Let us examine Qgeqt and Qyqr as follows

Qfeat(f) = (tI‘ (M;/Q))’ Qvar(f) = (tI‘ (Diag(Mf)l/z)).

We can decompose M; as M; = UDU " using its eigendecomposition. If
we define g = f(U-), then M, = D is diagonal, and we have Q¢eat(f) =
Qteat(9) = Qvar(g). Consequently, we obtain the inequality
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Qteat (f) > Riélgd Qvar(f(R’))‘

O

The rotation invariance of e, is crucial in the context of feature learning,
as it ensures that the penalty is not biased towards specific directions. Similarly,
Qg is also rotation invariant, as can be seen using Lemma 2.2.

We observe that given a function f and its associated matrix My, we can
construct a function g consisting of a rotation of the data and f in such a way
that the feature penalty on f is equal to the variable selection penalty on g.
This highlights that the feature learning setting extends the variable selection
problem by allowing data rotation. Furthermore, we can easily determine if g
depends only on a few variables, and therefore if f depends only on a few linear
transformations of the data, which aligns with our assumption for f*. The last
assertion of Lemma 2.3 will be useful to show that the proof of the consistency for
the variable penalty easily extends to the feature learning setting, see Section 4.

With these considerations, we proceed to estimate f* in the setting described
by Assumption 2.1 by solving

fok = arg min R(f) + AR (f) + 1 (), (2.11)
eF

with A\ a fixed parameter and p a hyper-parameter. We refer to this estimator
as the RegFeal, (regularised feature learning) estimator. As for the relevant
features or variables and dimension, we discuss their computation in Section 3.1.

3. Estimator computation

The computation of the solution for the optimisation problems delineated by (2.8)
and (2.11) requires the employment of several strategic methodologies, which
we will now discuss.

3.1. Variational formulation

We first use the following quadratic variational formulation, similar to the ap-
proach presented in [5]. This formulation is necessary since it is not possible
to directly optimise Equation (2.8) and Equation (2.11) due to the absence
of closed-form solutions. Using other classical optimisation methods such as
gradient-based methods would be less efficient as the overlapping group Lasso
penalty we propose does not have efficient projection algorithms. Indeed, the
variational formulation allows us to rewrite our optimisation problems as the
minimisation over two variables of a specific quantity. Subsequently, we can
alternate the minimisation with respect to each variable, leading to rapid con-
vergence in practice.

We first give the following Lemma which is adapted from [18], which provides
a variational formulation of sums of powers.
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Lemma 3.1 (Variational Formulation). Let r € (0,2) and v € R%, then
+
d d .
/2 2 . a
/) _( ur/ ) ~ i o,
r/2 az::l “ nerY, HnH'r'/(27'r')=1(; Na
with minimum attained at n,Ya € [d], 1, = uf*r)ﬂ/( 22:1 uz/z)@_r)/r.
Now, let us apply this approach to the penalty used for variable selection.

Lemma 3.2 (Variational Formulation of Variable Selection Penalty). Let f € F
written as f =3 cya f(@)Hy and 7 € (0,2), then

or.(f)=  min Z( D aa—f )

€R4 =1
n nllr/@-m=1727 ae(N)*

1 4
= min ( Z aTn_l—f(a)2>,
ae(Nd)= Claf

neRL, [Inllr/2—m=1

where ™t = (1/ny,...,1/n4) and where the minimum is reached for n such that

1 5 (2—r)/2
(Cucwo aaztf(0)?)

Va € [d], na = -
a g (23:1 (Zae(Nd)* abﬁf(aﬂ) /2)(2 )/

(3.1)

Proof of Lemma 3.2. Recall Q.. (f) = (ZZ:1 (Zae(Nd)* %f(a)g)T/Z)l/r and
use Lemma 3.1 with u, = Zae(Nd)* aaﬁf(a)? O

We can then rewrite (2.8) as

A = argmin R(H+ S ——F@PO+paTnl)  (32)

fEF, neRY e (M) Cla|
subjectto f= > f(@)Ha, |nllra—r) = 1.
aeNd

Recall that Quar(f) = (Zzzl (Zae(Nd)* aaﬁf(a)2)”2)l/2. Each term

(Zae(Nd)* Ozaﬁm‘f(a)?)r/2 quantifies the dependency of f on the variable z,.

We then remark from the definition of n;* in Equation (3.1), that

(Zae(Nd)* Qg Cla ‘fvar ( ) )
Zb 1 (Zae (Ndy* Qb C|1\ \f\é#(a)z)rh

r/2

vae[d), ()7 =

nvar

Hence (77(}&’;) represents the variation of f;# which is due to z,. We can use 7
to estimate the relevant underlying Varlables by using conventional techniques
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such as thresholding. Specifically, we can consider a variable z, to be relevant
only if 1, is above some predetermined threshold, i.e. § := {a € [d], (n%k), >t}
for some t > 0.

We can proceed in a similar manner for the feature learning setting.

Lemma 3.3 (Variational Formulation of Feature Learning Penalty). Let f €
F, My from Equation (2.10), with My = UDUT its eigendecomposition and r €
(0,2), then
5 = min tr(A7'M
feat(f) Ag{l‘}}(d l"( f)
subject to A = R Diag (n)R"

R€Oq, n€RL, [Inlly/2—r) =1,

where the minimum is attained for

A = U Diag (n)U " (3.3)
(2-r)/2
Dy
Ya € [d], n, =

d 12\(2—r)/r
(e D)0
This allows us to rewrite Equation (2.11) as

MECOAE = argmin R(f) + AQ2(f) + ptr (AT1My)

feat? feat —
fEF, AeRdxd

subject to A = RDiag(n)R"
R e Oda ne Ria ||77||r/(27’r) =1

Moreover, with A = R Diag(n)R" as above, if we write f in the rotated basis

as f = qend f(oz)Ha(RT~)7 and g = f(R-) = > cna f(a)Hu, we have My =
RM,R" (Lemma 2.3). Therefore

d
tr (A7 My) = tr (Diag (7 )M) = > 7t Y. == f(a)?
a=1

We can then rewrite Equation (3.4) as
Mo M= agmin RN+ Y —f@POtmn ) @4)
fEF, AeRixd ac(nd)s Clal
subject to A = R Diag(n)R"
R€ 04 neRY, [nllrj-ry =1
f=2_ f@Ha(R).

aeNd
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We see then that the feature learning problem can be viewed as an extension
of the variable selection problem, where we additionally optimise over any pos-
sible data rotation. Conversely, the variable selection problem can be seen as a
particular case of the feature learning problem, where the rotation matrix R is
fixed to the identity matrix.

To estimate the dimension of the underlying feature space P and the features

themselves, we use the eigendecomposition of A?e:t = (R?e;t)—r Diag(n?e’“ )Rg\eé‘t

at
A,
feat

as S := {a € [d]| (nf)‘ea”t)a > t} for some threshold ¢ > 0, we construct our

feature estimator P, i.e., P := (R;\c;c) g+ We see that by employing alternating

minimisation, we are able to simultaneously learn the regression function and
the underlying features.

By using the columns of R; ' corresponding to the selected features, denoted

3.2. Optimisation procedure

We now discuss how to solve the optimisation problem using alternative min-
imisation, drawing on techniques described in [5]. In the following discussion,
we will focus on the feature learning setting. However, it is important to note
that by simply fixing R = I in each equation, we can easily revert back to the
variable selection case.

To solve Equation (3.4), we have observed that when the function f is fixed,
the optimal A can be determined using Equation (3.3), which involves the ma-
trix Mf.3

When A is fixed, we seek to solve the optimisation problem

argmin R(f) + S ——F(@)?(\+ pa Ty

feF a€(Nd)* C|O“
subject to f = Z fl@)Ho(RT),
aeNd

where A = RDiag(n)R'. However, this can only be solved if R is known, i.e.,
for some chosen loss function ¢. Until the end of Section 3, we consider the
quadratic loss which is commonly used in regression problems and allows for
closed-form solutions. Otherwise, iterative optimisation algorithms need to be
employed. The problem is then

n

1 i DN 2 1 . _
argmin -3 (40— f@@)’ + Y f@POtpaln)  (35)
feFx n i=1 a€(Nd)* C‘al
subject to f = Z F@)Hy(RT).
aeNd

3 f =Y, f(@)H4(RT-), to compute My, we can remark that with ¢ = f(R) =
Yo f(a)Hy, we have the usual formula for M, from Equation (2.10) and Myf=RMyRT.
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If we write for any z, 2’ € RY

Cla|Ho(RT2)Ho (R @)
kA(I7l‘/) = Z T.-1 ) (36)
ae(Nd)* At pacn

the function k verifies all properties required to be a reproducing kernel [2]. The
condition for a function to be a reproducing kernel is that it is symmetric and
that the associated kernel matrix is positive definite for any set of points. Specif-
ically, for any n € N and ..., 2" the matrix K, = (kA(x(i),x(j)))i)je[n]
must be positive definite (where A > 0 is useful in this context). We can then
apply the theory of reproducing kernel Hilbert spaces (RKHS). In this case, kj
serves as the reproducing kernel for the space F, with associated norm || - |4,
given by

173 = 3 —f@PO+paln)

ae(Nd)= af

(note that f depends on A through R). We can interpret the problem as a stan-
dard kernel ridge regression, which we refer to as the “kernel point of view.”
By applying the representer theorem [2], we know that the solution to Equa-
tion (3.5) takes the form

F=" a0 + 68,
=1

where 6 and 5(‘} can be obtained in closed form using Y = (y(l), . ,y(”))T
and K = (ka(z®,29))); jc(n as the minimisers of

1
oA, 60 = argmin —||Y — K6 — 612 + 6T KAd. (3.7)
SERn, §oeR N

It is worth noting that the shape of the kernel defined in Equation (3.6) im-
plies that features corresponding to a € N with large values of a'n~! are
penalised more. If 7, is small, indicating that it has been pushed down in
the previous optimisation steps, it suggests that variable x, or the direction
(RTz), may not be particularly useful for prediction. In such cases, for these
variables/directions to be retained, they would need to contribute significantly

more to the fit compared to others.

Furthermore, we observe that the parameter A serves the purpose of ensuring
numerical stability when solving linear systems, particularly when o"n~! can be
null. We recommend setting A to a significantly smaller value than u to achieve
this desired stability (e.g, A = 1078/d®>=")/" in our experiments). In fact, it
is possible to fix A as a predetermined value, eliminating the need for it to be
treated as a hyper-parameter.



4092 B. Follain and F. Bach
3.3. Sampling approximation of the kernel

We remark that the kernel described in Equation (3.6) is defined as an infinite
sum, which means it is not computable in practice. To overcome this challenge,
we adopt an approximation approach using sampling.

Let us define C(1) = 3¢ vay xpasy=r- By defining h(a) = o5 xpat=r:

for all o € (N%)* we obtain a probability distribution on (N¢)*. Consequently,
we can express the kernel kj (z,2') as C(n)Ea~n (Ho(R"2)Ho(R"2)).

Sampling from the distribution h can be challenging, particularly in high-
dimensional settings. Therefore, we employ importance sampling techniques.
For the first choice ¢|q| = 1|oj<ns, the kernel ky (2, 2') can be expressed as

kA(xa xl)

H, (R"z)H,(R"2'
>y (R z)Ha( )

T—1
ey Jaicy AT HOTN

(M +d E Hy(RTz)H,(R"2')
- d ar~U{|a|<M} A+ pa Tyt ’

where U{|a| < M} is the uniform distribution over {a € (N%)*, |a| < M}.
Sampling from this uniform distribution can be achieved by selecting a subset B
of size d uniformly from the set [M + d], sorting the subset into By < --- < By,
setting By = 0, and using the differences between consecutive values to construct
a. Specifically, for each a € [d], we set oy = By — Bq—1 — 1. If the resulting «
is the null tuple, it is rejected, and the sampling process is repeated.

For the choice c¢|q = plel the kernel is

||
p
ka(z,2') = Z WHa(RTx)Ha(RTl”/)-
a€(Nd)*

We have developed a methodology called “group sampling” that addresses the
challenges of sampling from the distribution h. To initialise the sampling, we set
all components of 7 to be equal. This choice ensures unbiasedness among the
possible directions while satisfying the constraint [|9||,/2—ry = 1. As a result,
the kernel takes the form

pled

T T
W a(R $)Ha(R $/).

Nd)*
plel

AtplaldE=m)/r"
The sampling process involves two steps. First, we sample an integer k from the

distribution
i k+d—1 Pk
d—1 )X+ pd2-"/rk’

To perform this sampling, we can precompute a table of probabilities for different
values of k up to a chosen maximum value (e.g., 40). We then normalise these

We can directly sample from the distribution proportional to
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probabilities and use them to sample the value of k. Once we have obtained k,
it represents the cardinality of «. In the second step, we sample o uniformly
from the set o € (N%)*, |a| = k. This sampling procedure is exact, except for
the controlled approximation introduced by the choice of the maximum value.

We can develop an importance sampling scheme for the other optimisation
steps when the components of 7 are not equal. Here are the steps.

1. Sort the components of 7 in ascending order and find the largest gap
between consecutive values. Divide the set [d] into two groups: Group 1,
containing the components above the top of the gap, with size d;, and
Group 2, containing the remaining components, with size ds.

2. Define 7; as the minimum value among the components in Group 1, and
72 as the maximum value among the components in Group 2.

3. Sample k1 and ko from the distribution

ler o o ki+d—1 ko +do—1 pkl'H€2
v dz —1 dy —1 )\+u(’3—1+@)’
m 2

where k; and ky represent |a(D| and |a(?)| respectively, and a(!) corre-
sponds to the components in Group 1.

4. Sample o) uniformly from the set a € (N%): |a| = k;, and sample a(?)
uniformly from the set a € (N%) |a| = k.

5. This yields

c@m  p ApaTi! T T
k "= H, H, !
A($7£E) E%:d)* 0(77]) Y +NaT77_l A+ M@Tﬁ_l (R .’E) (R $)

A+ paiTt
EaNGroup sampling (0(77>

A + ,LLOLTT]71

Ha(RTx)Ha(RTx’)> ,

with C'(7}) a normalising constant.

By using this importance sampling scheme, we can approximate the desired
distribution accurately, even when the components of 77 are not equal.

We observe that with the group sampling approach, the distribution of « is
influenced by 71 through the grouping process, as well as through the values of
71 and 7. As the optimisation progresses, the sampled tuples exhibit specific
patterns: in directions that are deemed unimportant (corresponding to small
values of 7,), a, tends to be close to zero, while in directions that are considered
important (corresponding to large 7,), a, is more widely distributed.*

41t is worth noting that using the geometric distribution independently on each dimension
of @ would have been a simpler approach. However, this method becomes highly inefficient as
the dimensionality increases, since it would involve sampling numerous « tuples with low im-

T T,/
portance weights (as determined by %)
T,—1

where 7 is very small (i.e., a' n~+ is small).

due to their alignment with directions
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No matter the sampling scheme, we sample oV, ..., a(™ from some distri-
bution with importance weight w(«), yielding

m
ka(w,2') = Zw(a(i))Ham(RT?C)Ha(j)(RT?C')-
j=1
We use this formula to compute the kernel matrix Ky = (kA(x(i), x(j)))i e’
Instead of approximating the matrix K, to use in Equation (3.7), we can also
consider the equivalent explicit “feature point of view” by writing f in the form

f= Zajw(a(j))HMﬂ (R"-) + 6o Ho,
=1

where 1
6%, 6g = argmin —|[Y — @0 — 6o1[3 + [|6]]3, (3.8)
6eR™, HpEeR n
with ® € R"*™ the matrix filled with w(a¥))H, ;) (R"2®). This is computa-
tionally advantageous when n > m. Otherwise, we use the kernel point of view.
In both cases, we can use (6,0q) or (,80) to rewrite f as Y., cya f(a)Ha(RT-).
We remark that f(a) = 0 when a has not been sampled.
The pseudo-code for the RegFeaL. method is provided in Algorithm 1.

Algorithm 1: RegFealL pseudocode

for i € [niter] do
if i =0 then
n 1/d<2’r)/T;
R« Id;
else
if feature learning then
| Update R and 5 as in Equation (3.3);

else
| Update n as in Equation (3.1);
end
end
Sample a1, ... a(™) using group sampling as in Section 3.3 with n;
Compute importance weights w(a(1),. .. w(al™);

Compute Hermite features ® € R"*"™, &; ; = w(al)H_ ;) (RT2®) ;
if n > m then
| Update 6 as in Equation (3.8);
else
| Update 6 as in Equation (3.7);
end

end

In terms of numerical complexity, each iteration has a cost of

O(nm'd+nd2 + d*(m")? +d3 + md —&—nm’max(n,m’)),

Hermite features My and its eigendecomposition Sampling Computing 0 or &
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where m’ is the number of unique tuples sampled (which is necessarily smaller
than m, and can be much smaller when 7 is sparse). The parameter m can be
chosen to achieve a balance between computational cost and performance, but
selecting an excessively small value for m may adversely affect performance.
In practice, the number of iterations required for convergence is typically very
small (less than 10), as demonstrated in Section 5. Additionally, it is worth
noting that the computation cost of § in the feature point of view could be
reduced through the use of the Nystrém approximation [25].

4. Statistical properties

We now consider the statistical properties of RegFeal.. We always take r =
1 and we do not consider the approximation due to the computation of the
estimators in this section. Our goal is to provide a high-probability bound on
the expected risk of RegFeal. to gain insights into its generalisation properties
under minimal assumptions to obtain a very general result. We do not consider
the consistency of the e.d.r. space estimation, as this usually requires much
stronger assumptions, such as the linearity condition, the gradient along the
relevant directions to be large enough in norm, or constraint on the loss to be
the square loss, for example [10, 19].

We leverage the results presented in [4], which provide bounds on the maxi-
mum difference between empirical and expected risk, in terms of the expectation
over the class of functions with bounded norm. These bounds are expressed in
terms of the Rademacher complexity of the set {f € F, Q(f) < D}, where
D > 0 is a fixed bound. By employing these results, we can obtain a probabilis-
tic bound on the constrained estimator and apply McDiarmid’s inequality [7] to
establish a result in probability. Ultimately, Theorem 4.1 provides a probabilis-
tic bound for the RegFealL estimator, leveraging the aforementioned results as
well as the optimality conditions satisfied by the estimator.

4.1. Setup

We start by making assumptions about the data used to train the model.

Assumption 4.1 (Data). D = (z¥,y9));c(,,) is a set of i.i.d data, with (X,Y)
a pair of random variables such that Vi € [n], (z@,y®) ~ (X,Y).

Notice that we do not make strong assumptions on the distribution of the
data, such as independence of the covariates or constraint to be elliptically
contoured, nor do we require is to be known a priori.

Let us introduce some definitions. Let (cx)r>o0 be a non-null sequence of
positive reals. We define the function space F as Span ({Ho} U{H,, for a €
(N4)*such that c‘a|>0}). Let ¢ be a loss function on R x R, and let the expected

risk R and the empirical risk R be

n

R(f) =Exy (Y, f(X))) and R(f) = %Zé(y(i)7f($(i)))-

i=1
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We define the functional norm Q(f) for any f € F as Q(f) := Qgeat (f)+|F(0)]
or Q(f) == Qar(f) + |£(0)], where f(0) represents the constant coefficient of
f. It is important to note that the constraint on the constant coefficient is not
necessary in practice, but we include it for the purpose of theoretical analysis (we
could also add a small weight on | f(0)] to this effect). We define the regularised
empirical risk Ry (f) for 1> 0 as follows

. 1 <& , :
Ru(f) = =D 0@, (D)) + p(f).
i=1
We denote our estimator as f/ := argmin. 7%#. In order to establish theoret-
ical results, we will rely on the following assumptions.

Assumption 4.2 (Problem Assumptions).

1. The true regression function f* := argming.» R(f) exists.

2. For some D > 0, the loss function ¢ is G-Lipschitz continuous in its
second argument for any value of its first argument, i.e., Vy € Y, YV, 2’ €
X, Vf € F such that Q(f) < D, |6y, f(x)) — Ly, f(&))| < G- |f(x) -
7).

3. For some D >0, Loy 1= SUD(, yyexxy.fer.an<p Ly, f(x)) is finite.

4. The loss £ is convex on R x R.

For our main result, we will use D = 2Q(f*). These assumptions are com-
monly used in the analysis of nonparametric regression [14]. Many commonly
used loss functions in regression problems, such as the quadratic loss, absolute
mean error, Huber loss, or logistic loss, are convex. The Lipschitz continuity con-
dition holds for all of these losses, except for the quadratic loss, which we handle
separately, for example by exploiting the boundedness of the data. If the data is
bounded (i.e., X x ) is bounded in R¢ x R), then SUPgex, rera(f)<p | f ()]
is bounded for any D > 0.° We can then use the convexity of the loss /
and boundedness of ) to justify that ¢, is well-defined. For the quadratic
loss, in this setting, it satisfies Assumption 4.2.2 because (y — f(x))? — (y —
f(@))? = (f(2') — f(x)(y — f(z) + y — f(2')), and we can then take G :=
SUD(4 ) exxy, fer,(f)<p 1Y — f(@) +y — f(a')].

4.2. Rademacher complexity

First, we apply the Lipschitz continuity assumption to bound the supremum
over a set of functions of the difference between the empirical risk and expected
risk, in expectation over the dataset.

5This can be seen for Qyar by noticing that Q(f) can be written as |f(0)] + 23:1 Oa(f) >
(\f(0)|2 + 22:1 9a(f)2)1/2, with the latter being an RKHS norm with reproducing ker-
nel k(z,z') = 1+ 3 ¢ iy %Ha(x)Ha(:v’). It follows that f(z) = (f,k(X,-)) < £(0) +
Q(f)/k(z, z) which is bounded if 2 is bounded.
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Lemma 4.1 (Use of Gaussian Complexity). Let G be any set of functions, then
under Assumption 4.1, and Assumption 4.2.2,

Eo(sup (R(F) — R(f)) + sup (R(f) R(f))) < 4\/§G G (©),

feg feg

where

1 & )
Gn(9) := Ep cno,1,) <;1€11g> o ; sif(x(z)))

is the Gaussian complexity of the set G [see 6].

See Appendix A.2 for the proof, which we include for the sake of completeness.
This is a close variation of the work presented in [4]. We now need to bound
the Gaussian complexity, when we consider subsets of the working space F with
bounded norm.

Lemma 4.2 (Bound on Gaussian Complexity). Let D > 0, with G := {f €
F, Q(f) < D} with Q defined as in Section 4.1, under Assumption 4.1, we have

Gn(G)<D- %<1+ > q—“Ex(Ha(X)2))-

a
a€(Nd)*

We remark that the result depends heavily on the data distribution through
the expectations Ex (H,(X)?) and the design of the norm through (cx)x=o. We
discuss these in more details in Section 4.4.

Proof of Lemma 4.2. We first consider the norm Q.,,. Let f € G, we have
1o ; 2 (1 : .
LY ar®) = ¥ (2 ata) = ¥ fad)
i=1 aeNd i=1 aeNd

with ¢ an infinite vector indexed by (N%),é(a) = L S | ;H,(z"). Therefore

n

sup -3 @) = swp 3 fl@)é(e) = D 2nl6)

feg i a€eNd
Now since €y, is the sum of d + 1 semi-norms ©g, 04, ..., 04, with
Oo(f) = |f(0)]
o 1/2
0= X 2far) e

we have

Qar(§) = inf sup O;(&a)-
E:Zg:() &a aE{O,...,d}
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This is an extension of the fact that the set QZ, (¢) < 1 is the subdifferential

of Quar at f = 0, and thus the sum of the d subdifferentials of €,..., Q4
at f = 0. We consider a € [d], we have

)= Y a2l

and 5(¢)? = £(0)?.
If we choose Yoo € (N4)*, £, (a) = Vo (), Eo(a) = 0, £,(0) = 0 and

~ . OV
£0(0) = £(0), we have:
* ¢ 2Cal 2 my2
Doar (€ <Sup Eala)*—,&0(0) )
a€ld] aeNd o, >0 Qa

u E(a)2—l_ ¢(0)2
<“S€[2 | weNT g >0 (Zb \/OTb) >

Z ( L jag0 + Ljal= o>

€Nd

Let W2 = Diag( \al‘ Liaj>0 + Ljo)= 0) and ® the design matrix of all H,(x(")
(with n rows and infinitely many columns indexed with o € N%). We have § =
1eT
~®'¢e, and

A A1
O (62 <ETW2 = ﬁeTQWQQTa.

var

We compute the expectation of Q% (£)? for e ~ N(0,1,,), and get

. (20,(6)) < E. (%Ji)WQ(I)Te) L i (@)

S DI SL - VAH

ae(Nd)* 1=1

We now take expectations with regards to the data D and get

Ep .« (25,.:(6)?) < % > Aol ¢ (Ho(X)?) + %

Using Cauchy-Schwartz, Ep . (2,.(£)) < \/% (1+ > ae(Nd) CI‘(jl Ex (Ha(X)?)).
From Lemma 2.3, we have

Qfeat(f) > inf Qvar(f( ))

ReOq
Then, for an infinite vector ¢ indexed by N%, with £(a) = L S°7"  &;H,(2)

and &g an infinite vector indexed by N¢ with ER(OZ) = % 22;1 siHa(Rx(i)), we
have Qfe-at (f) < SUPRreo, Q\tar(gR)'
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Therefore

1
sup Q.. (Er) < sup —stq)RWQ(I);E
ReOgq4 REOd

with ®p the design matrix of all H,(Rz™) (with n rows and infinitely many
columns indexed with o € N%). Therefore using Lemma 2.2,

T<I>RW2<I>RE—Z&-€]-<1+ > C'—“Ha(Rx“))Ha(Rx(j)))

ae(Nd)* a|

+o0o
= Z@iaj (1 + Z: % Z Ha(Rx(i))Ha(Rx(j))>

a€NY, |al=k
— 25183 (1 + Z Gk Z H,(z")H, x(J))) — TeWa e,
k=1 || =k

which is independent of R, therefore yielding exactly the same result as for Q,,
once expectation with regards to ¢ and the data is taken. U

4.3. Statistical convergence

To gain insight into the proof technique, we initially establish an expectation-
based result for the constrained estimator instead of the regularised estimator.
We bound the expected risk of the function that minimises the empirical risk
over the set of functions with a bounded norm, in expectation over the dataset.
To accomplish this, we use Lemma 4.1 and Lemma 4.2.

Lemma 4.3 (Expected risk of Constrained Estimator). Let D > Q(f*) and let
fP = argminser o(f)<p R(f), under Assumptions 4.1, 4.2.1 and 4.2.2,

Ep(R(fP)) < R(f*) + 2C2 \f \/ Toliy (Ha (X)2).

ac(Nd)*

Proof of Lemma 4.3. With G := {f € F, Q(f) < D}, we have the classical
decomposition of the excess risk
R(fP) = R(f*) = R(fP) = R(f
R(fP) =R
up R(f) —
g

~

(fP) + R(fP) = R(f*) + R(f*) — R(f*)
(fP) +R(f*) = R(f*)
R(f) +sup R(f) — R(f)-

feg

| /\

IA
< ®
m

We then take the expectation over the data on both sides and use Lemma 4.1
and Lemma 4.2

Ep(R(fP)) — R(f*) < Ep(sup R(f) — R(f) + sup R(f) — R(f))

feF feF
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4\/3; -G (G)
4D f \/ 'j' Ex (Ha(X)2),

hence the desired result. O

In addition to the expectation-based result, obtaining a result with high
probability for the constrained estimator is also of interest. This is achieved
in Lemma A.1, presented in Appendix A.3, by using McDiarmid’s inequality
[7]. To apply this inequality, an additional assumption is required: the bounded-
ness of the loss (Assumption 4.2.3). However, the most significant and relevant
result is the one obtained for the estimator that minimises the regularised em-
pirical risk. This result is more realistic and imposes the additional requirement
of convexity of the loss function.

Theorem 4.1 (High-Probability Bound on Expected Risk of Regularised Esti-
mator). Under Assumption 4.1 and Assumptions 4.2.1, 4.2.2, /.2.8 with D =
2Q(f*), 4.2.4, then for any ¢ € (0,1), with the choice of regularising parameter

ol le2V2 f) 2
= E \/ o X GO+ g gV 1oe 5

a€e(Nd)*

with probability larger than 1 — ¢

R(f") < R(fT)

16G\/7\/

and Q(f*) <2Q(f

X(HQ(X)2)>+ZOO\;%\/§ logé

ac(Nd)*

We now discuss the meaning of Theorem 4.1. The theorem states that with
high probability, under the appropriate choice of the regularisation parameter,
the norm of the estimator f#, Q(f*), is bounded by twice the norm of the
true regression function f*; Q(f*). We remark that the choice of regularisation
parameter depends on Q(f*), however, this is not the case in the bounded
setting, see the discussion in Section 4.4. Under Assumption 2.1 (feature learning
setting) or Assumption 2.2 (variable selection setting), we know that Q(f*) does
not depend explicitly on d but only on s, the underlying number of variables or
dimension of the linear subspace.

The norm Q(f*) also helps us bound the difference between the expected
risk of the estimator R(f*) and the expected risk of the true regression function
R(f*). This difference, denoted as R(f*)—R(f*), has a dependency on the num-
ber of samples n, with a convergence rate of n='/2, as expected for a Lipschitz
loss and a well-specified model. However, the dependency on the dimension d

of the original data is somewhat concealed in \/1 +> LlIEx (Ha(X)?).

ae(N4)* Taf



Nonparametric linear feature learning 4101

We provide a detailed analysis of this dependency for specific choices of the data
distribution X and the sequence (cg)r>o in Section 4.4.

Proof of Theorem 4.1. The proof is adapted from [4]. Define f#* as the min-
imiser of R, := R + pf) over F. Now, for D > 0,7 > 0 define the following
convex set

Copr={feF,Qf) <D,R.(f)—R.(f*) <1}
It has boundary
ICp,r ={f € F,Qf) <D, Ru(f) = Ru.(f"") =7},

i.e., the second constraint is the saturated one, for well chosen D and 7. This
is because, if we consider a f such that Q(f) = D, since the optimality condi-
tions for f#* give that Q*(R/(f**)) < u, (with R’ any subgradient of R which
necessarily exists because R is convex since ¢ is convex) we have

Ru(f) = Ru(f*) = R(f) + () = R(f*) — p2(f*7)
> (RO, (f = 1)) + uQ(f) — uQ(f1)
by convexity with (-, -) associated to 2
> —QF (RI(f))QUF — £4) + pQf) — uQf*)
by Holder’s inequality
> —pU(f — 1) + pQ(f) — pQ(f**) by optimality of f**
> 2uQ(f) — 2uQ(f**) by the triangular inequality
> 2uD — 2uQd(f**) since Q(f) = D,
> 2uQ(f*) by choosing D = 2Q(f*), since Q(f*) > Q(f**)
> 7, by choosing 7 = uQ(f*),
hence the desired result on the active constraint of the boundary. We now fix 7 =
pQ(f*) and D = 2Q(f*).

Now if f# does not belong to Cp ,, since f#* does, there is an element f in the
segment [f#, f#*] that belongs to dCp -, i.e,/(\l(f) <D andzzu(f) —ARM(f“*) =
7. Because the loss is convex, we have that Ru(f) <max{R,(f*), Ru.(f**)} =
R, (f**). Therefore

7= Ry(f) = Ru(f*7) < Ry(f) = Ry (1) + Ryu(f) = Ry(f)
< R(f) = R()) +R(*) = R(™). (4.1)
From the proof of Lemma A.1, for all 6 € (0,1)

sup  R(f)-R(f)+ sup  R(f) —R(f)
feF, Q(f)<D feF, Q(f)<D

4GD |« Cla| 002v/2 1
< — /= /1 —Ex(H,(X)? ———/log =
\/ﬁ\/g\/+€%) o B (HalX)?) + == flog 5
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with probability larger than 1 — 4.
We apply this to the RHS of Equation (4.1) (as Q(f) < D and Q(f**) < D),

which is smaller than %\/g\/l + Zae(Nd)* Tal L Ex (Ha(X)2) + = }\/_ log $

with probability larger than 1 — 0.
Now if 7 is such that

4GD Clal N lee2V2 [ .
~ <7, ie.
\/7\/ |a|EX(H( )?) + Tn 10g5_7',le,

E(Nd)*

Cla| 5 V4 2\/_
\/7\/ TEX(HQ(X) )+ 2 o 5<MQ(f)

ae(Nd)*
loo2V/2
\[\/ ol B 100°) + Ty o <

then f* belongs to Cp r with probability larger than 1 —§.

If we choose j = wﬁﬁ\/l + P aemay- c|‘o¢|‘ Ex (Ho(X)?)+ gf(i’;f)‘{/im/log 3,

then

Ru(f*) S Ru(f*) + 7

ae(Nd)=

INIA A A IA
AIVAAIAN

+Q(f 16G\/7\/ |—||IE (HQ(X)Q)) + E“\jﬁﬂ

and Q(f*) < D = 2Q(f*) with probability larger than 1 — 4. |

4.4. Dependence on problem parameters

As we have seen, Theorem 4.1 depends on some quantities we detail now. First,
we provide a definition of subgaussian real variables, as given by [30].

Definition 4.1 (Subgaussian Variables). Let Z be a real-valued (not necessarily
centred) random variable. Z is subgaussian with variance prozy o2 if and only
if

t2

Vit > 0,max (P(Z > 1),P(Z < —t)) < e 22

Data distribution To begin, we aim to establish an upper bound for the
expectation of the squared Hermite polynomials over the covariates.
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Lemma 4.4 (Analysis of Data-Dependent Terms in Theorem 4.1). Let o € N¢,

1. If X ~ N(0, 1), then
Ex (Ha(X)) = 1.

2. If X is such that || X||2 < R a.s., then
Ex(Ho(X)?) <5
3. If X is such that | X||2 s a subgaussian variable with variance proxy
bounded by o < 1/(36¢), then

Ex (Ha(X)?) < €36¢7” <.

The proof of this lemma, is provided in Appendix A.4. Note that independence
between the coordinates is not required, except in the first case, which is an
illustration of the definition of the Hermite polynomials. It is worth noting that
except in the Gaussian case, the bounds may not be ideal with respect to their
dependency on d. However, these bounds rely heavily on the bound for Hermite
polynomials in Equation (2.3), which is valid for all points on the real line and
for all one-dimensional Hermite polynomials. Thus, it is expected that better
bounds in expectation are possible.

Choice of (c¢;)r>o The quantities in Theorem 4.1 are influenced by the design
of the penalty, which is determined by the choice of the sequence (ci)x>o. This
dependency is observed in Q(f*), fs, and \/1 + X aemay %‘“IEX (Ho(X)?). It
is worth noting that the bounds provided in Lemma 4.4 do not rely on the
specific value of a. Therefore, our focus is now on bounding the summation

Cla|

term >, ¢ way- Tal

Lemma 4.5 (Analysis of Terms Depending on (c)x>o0 in Theorem 4.1). If ¢ =

plol with p € (0,1)
3 Ca| o L
al = (1-p)

a€(Nd)*

and if ¢jo) = Ljoj<nr;

Z %<M+1<M+d>
e ol - d M+1

The proof of this result can be found in Appendix A.5. By combining the
different results, in the case of bounded data, for example, we can derive a
corollary of Theorem 4.1 as follows

Corollary 4.1 (High-Probability Bound on Expected Risk of Regularised Esti-
mator for Bounded Data). Under Assumption 4.1 and Assumptions 4.2.1, 4.2.2,
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4.2.8 with D = 2Q(f*), 4.2.4, if || X||2 < R a.s., (ck)r>0 = (p")x>0, then for
any 0 € (0,1), with the choice of reqularising parameter

u:% 1+(1€1i2/2) <\[+2\/— 10g>

with probability larger than 1 — ¢

RO < R(F*) + Q(F )j_ (eR/2)< \f+4f log 2 )

and Q(f*) <2Q(f).

The proof is provided in Appendix A.6. We note that the choice of the reg-
ularisation parameter is independent of the unknown norm Q(f*) or the dis-
tribution of X, as long as R is known. In the derived bound, the value of G
can be independent of d for certain loss functions such as the logistic loss. We
observe that Q(f*) does not depend on the dimension d, but solely on the num-
ber of variables or the dimension of the linear subspace s. It is important to
note that the method exhibits a strong dependence on the dimension, which
does not overcome the curse of dimensionality. However, this is merely the first
step towards solving the multi-index model through regularised empirical risk
minimisation, leaving room for future work and improvements.

5. Numerical study

In this section, we present the numerical results that demonstrate the behaviour
and performance of RegFealL.. The implementation of the estimator, as well as
the code to run the experiments, can be accessed online at https://github.
com/BertilleFollain/RegFeal. The RegFeal estimator class is designed to
be compatible with the Scikit-learn API [22], ensuring seamless integration with
existing machine learning workflows.

5.1. Setup

We describe the experiment setup, which includes data simulation, training
procedure and metrics for evaluation.

Data In each generated dataset, depending on whether we consider feature
learning or variable selection, we construct the linear subspace P differently. In
the feature learning case, we sample a matrix from the set of d x d orthogonal
matrices Oy and select its first s columns to form P. For variable selection, we
simply consider the first s variables to be the relevant ones. Note that while
our experiments were conducted with independently generated covariates, our
method is invariant to rotations (in the feature learning case) and sign changes
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of the data (in both feature learning and variable selection). As such, it is robust
to potential correlation between the covariates. The i.i.d dataset (z(*), y(l))ie[n]
is then generated as follows

X ~U{[-V3,V3]}"
f*(z) = sin(2(P"x);) +sin(2(P " 2)3),Va € R? (sinus dataset)
Fr@)=(PTa)i+ (PTa)y — (PTa)] — (PTa); +2(P a)i(P )3 — 4,
vz € R? (polynomial dataset)

Y = f"(X)+o0e, e ~N(0,1).

Each component of X has mean 0 and variance 1. Notably, in both datasets,
the true regression function f* depends on s = 2 linear combinations of the
original variables. The importance of the noise can be controlled through the
parameter o. The test set (xgle)st,yt(;lt)le[mm] is generated in a similar manner
as the training set.

Training The loss that we consider is the quadratic loss. We train RegFeal
on the training set with fixed values of A\ and r, and we cross-validate on p
and p. The number of iterations nji, depends on the experiment. Some of the
parameters are the same in all experiments, such as ngst = 5000,s = 2, A =
1078/d@=")/" r = 0.33.

The values of the grid used for cross-validation can be found in Appendix B.
The training pipeline differs between Experiment 1 and Experiments 2 and 3.

In Experiment 1, for each parameter tuple (p, ), we estimate the number
of relevant dimensions § using § := |[{a € [d], (nfeat)r/(2 D> 1/d}|. Recall that

772/ (Q_T), represents the importance of feature a, and at initialisation, it is set
to 1/d for all a € [d]. We then select P as the set of § eigenvectors of Ag\e:t
corresponding to the § largest eigenvalues. Finally, we train a final regressor
using Multivariate Adaptive Regression Splines (MARS) [12] on the dataset
(PT () (Z))ze[n]

In Experlments 2 and 3, we simply use the output ffAej;:, of Algorithm 1 as the
prediction function. In both cases, the R? score is used as the evaluation metric,

which is described in Equation (5.1).

Metrics We evaluate the performance of RegFeaL using two metrics: the R?
score [32] for regression performance and an adapted Grassmannian distance for
feature learning performance.

The R? score is computed as

me (yée)st yl()r)ed)2
Zntm (yt(é)st Ytest )

where Jiest is the mean of the test response values. The R? score can be computed
on both the training and test sets. A score of 1 indicates the best possible

1—

(5.1)
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performance, while a score of —oo indicates the worst performance. A constant
estimator that predicts the average response value corresponds to a score of 0.

For the feature learning score, we compute the Grassmannian distance be-
tween the true subspace P and the estimated subspace P, which corresponds to
the s largest eigenvalue for the score computation. Note that the knowledge of s
is only necessary to compute this score and not necessary for training. Note also
that this is not the same P that was used to retrain MARS in Experiment 1,
as the dimension of that one is estimated. The score is defined as

|P(PTP)'PT —P(PTP)*PT|2/(25) if s < d/2
|P(PTP)'PT —P(PTP)*PT|2/(2(d — 5)) if s > d/2,

where s is the number of relevant dimensions. The best possible score is 1,
indicating a perfect match between the true and estimated subspaces, while a
score of 0 indicates no correspondence between the subspaces.

In the setting of variable selection, this discussion can be adapted as dis-
cussed in Section 3. The omitted details of the experiments can be found in
Appendix B.

5.2. Results
We now provide the results of the experiments.

Experiment 1 In this experiment, we investigate the dependence on the di-
mension of the variables d and the number of samples n. We perform the training
procedure described earlier, including the retraining step using MARS [12] on
the projected data. We evaluate the performance on both the sinus dataset and
the polynomial dataset with noise levels ¢ = 0.5 and o = 2.5 respectively. For
the sinus dataset, we consider both the variable selection and feature learn-
ing settings. We conduct a total of nji, = 5 iterations, and the grid used for
cross-validation can be found in Appendix B.

To provide a comparison, we also include the performance of the state-of-the-
art method MAVE [34], which is based on local averaging and does not use
regularisation. In our implementation, we follow the recommended procedure for
MAVE, which involves first training the Outer Product of Gradients (OPG)
method to determine the effective dimensionality reduction (e.d.r) space. We use
cross-validation to select the underlying dimension of the space and then retrain
the model using MARS on the projected data. This allows us to compute the
R? score. For the feature learning score, we compute it based on the learned
effective dimensionality reduction (e.d.r) space. Specifically, we choose s = 2 as
the dimension of the subspace to compute the score, following the same approach
as RegFeaL.

Additionally, we include the R? score for Kernel Ridge, which uses kernel
ridge regression with the kernel k(z,2") = 3_ ¢ )« ¢ja|Ha(2)Ha(2') and the
hyperparameter A, which we cross-validate over. To provide a comprehensive
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Fi1c 1. Performance dependency on d and n for the sinus dataset in the variable selection
setting.

analysis, we also display the noise level, which represents the best achievable
score considering the noise level 0. We repeat the entire experiment five times,
each time with different data, and present the average results with error bars of
F0exp/ \/5, where oeyp is the standard deviation of the scores across the repeti-
tions. The results of the experiment can be found in Figures 1, 2, and 3.

In all figures, we observe that the performance improves with a higher number
of samples (n), which is expected, while it deteriorates with a larger dimension
(d), which is typical behaviour.

In Figure 1, we focus on the R? score for the sinus dataset in the variable
regression setting. We observe that RegFealL performs well in both dimensions
(10 and 40) without requiring a large number of samples. However, Kernel
Ridge fails in dimension 40 as the kernel cannot effectively capture the depen-
dency on only 2 variables. As for MAVE, it does not benefit from the knowledge
that this is a variable selection problem, unlike RegFealL,, resulting in a higher
sample requirement, particularly in dimension 40.

In Figure 2, we examine the R? score and the feature learning score for
the sinus dataset in the feature learning setting. We observe that MAVE and
RegFeal. exhibit similar behaviour in dimension 10, reaching the noise level for
the R? score and achieving a perfect feature learning score with enough samples.
However, in dimension 40, MAVE struggles significantly when the number of
samples is low, while RegFeaL requires a substantially larger sample size to
accurately learn the e.d.r. space. Our interpretation is that in this setting, where
the true regression function uses a sinus, RegFealL is hindered by its definition
using a basis of polynomials.

In Figure 3, we investigate the R? score and the feature learning score for the
polynomial dataset in the feature learning setting. The feature learning perfor-
mance of MAVE and RegFealL is similar in this scenario. Regarding the R2
score, Kernel Ridge encounters difficulties in dimension 40 as it does not ben-
efit from the underlying hidden structure. In dimension 10, RegFeal. performs
similarly to MAVE, but in dimension 40, it outperforms MAVE as MAVE



4108 B. Follain and F. Bach

1.0 1.0 =
L
o
0.5 ] 0.8
S 0.0 44 EOG
S H/ E™ —4— MAVE
o -0.5 ‘ —%— MAVE D04 —$— RegFeal
l‘ —— Kernel Ridge g
=
-1.0 ‘ —+— Noise Level ® 0.2
()
—— RegFeal e
-1.5 L 0.0
200 400 600 800 1000 200 400 600 800 1000
Number of samples n Number of samples n
(a) R? score, d =10 (b) Feature learning score, d = 10
1 1.0 -
| = V4
s i o
A go0.8
v ° Z BRI 2o | A"
S e b= #— MAVE i
0 © /
~ -1 e Doa —— RegFeal
—+— Kernel Ridge g
> —+— Noise Level 5 0.2
—— RegFeal e
d 0.0
200 400 600 800 1000 200 400 600 800 1000
Number of samples n Number of samples n
(¢) R? score, d = 40 (d) Feature learning score, d = 40

Fi1Gc 2. Performance dependency on d and n for the sinus dataset in the feature learning
setting.

tends to be overly restrictive and consistently underestimates the number of
linear features required to provide a good fit when the e.d.r. space is not per-
fectly learnt. In contrast, RegFeal is less conservative, allowing us to leverage
more features when the number of samples is too low to accurately estimate
them.

Experiment 2 In this experiment, we investigate the impact of the number
of random features m (as discussed in Section 3.3) on the R? score and feature
learning score for different values of n. The dimension d is fixed at 10, while the
true underlying dimension s is 2. We consider the noiseless setting o = 0 and use
the sinus dataset. The same methodology is applied for error bar computation
as in Experiment 1. The results are presented in Figure 4.

We observe that both the R? score and feature learning score improve with
an increase in the number of random features m. This observation aligns with
the discussion in Section 3.3, where a larger value of m leads to a better approx-
imation of the kernel kj, and allows for a wider range of a and H,, resulting
in enhanced descriptive power and improved fit and prediction of the subspace.
However, we note that beyond a certain value of m, the performance improve-
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ment levels off while computational costs continue to rise. This suggests that

choosing excessively large values of m does not provide any significant bene-
fit.
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Fic 5. Training behaviour.

Experiment 3 In this experiment, we maintain the number of samples n =
5000, the number of random features m = 2500, the dimension d = 10, and the
underlying dimension s = 2 fixed. We work with the noiseless sinus dataset, i.e.,
o = 0, and examine the training behaviour of RegFeal over the iterations. We
train the model using cross-validation based on the R? score and set njier = 10.
The results are depicted in Figure 5.

In Figure 5a, we observe that the R? score improves across the iterations on
both the test set and the training set. However, the behaviour is not strictly
increasing on the training set. This can be attributed to the fact that the kernel
approximation differs at each iteration, leading to variations in the fit.

Figure 5b demonstrates that the features are learned more rapidly than the
fit. It is important to note that the feature learning score assumes knowledge of
the underlying dimension s = 2. Hence, an important question is whether the
estimated value of s is accurate.

In Figure 5c, we observe the values of 75/ ™" for all a € [d] across the

iterations. Recall that ZZ=1 772/(2_” = 1 and that 772/(2_r) represents the rel-

ative importance of feature (R'x),. Initially, all 7]2/ =" are equal to 1/d. As

the training progresses, most of the components of "/ (2~7) decrease, while two
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components increase, surpassing the threshold of 1/d. These two components
correspond to the relevant dimensions, indicating that the correct number of
dimensions would be easily predicted. Additionally, we observe that these two
components of n have relatively similar values, which aligns with the symmetry
of the regression function in this example.

Figure 5d displays the empirical density (in log scale) of «, for two dif-
ferent values of a € [d] (specifically, asman := argmingeg 7o and Glarge =
argmax,cq 7o for the final 7)) at two different iterations: the first and last
iteration. During the first iteration, the distributions of aq for ajarge and asmarn
are equal, which aligns with the initialisation discussed in Section 3.3 (all com-
ponents of n are equal). However, at the end of the optimisation, we observe
that the distribution of g, , corresponding to a non-important linear feature,
remains almost constant at 0. Conversely, the distribution of ay,,,,., represent-
ing an important linear feature, is more widely spread, which is beneficial to the
fit.

6. Conclusion

We addressed the challenge of prediction function estimation in multi-index
models by proposing a novel approach RegFeaL.. Our method combines em-
pirical risk minimisation with derivative-based regularisation to simultaneously
estimate the prediction function, the relevant linear transformation, and its di-
mension. By leveraging the orthogonality and rotation invariance properties of
Hermite polynomials, RegFeal. captures the underlying structure of the data.
Through alternative minimisation, we iteratively rotate the data to better align
it with the leading dimensions.

Theoretical results support the statistical consistency of the expected risk
of our estimator and provide explicit rates of convergence. We demonstrated
the performance and effectiveness of our method through extensive empirical
experiments on diverse datasets. One of the strengths of our approach is that
it does not rely on strong assumptions about the distribution shape or prior
knowledge of the subspace dimension.

However, we acknowledge that our method is still subject to the curse of
dimensionality, as indicated by the theoretical results showing an exponential
dependence on the dimension of the covariates. Nonetheless, we believe that
our findings will contribute to further developments in representation learning
and high-dimensional data analysis. Regularisation is a versatile approach that
can be applied to a wide range of problems where an empirical risk can be
formulated, foregoing the limitations of some methods solely based on the square
loss in supervised learning.

There are several interesting directions for future research. One possibility is
exploring alternative bases other than Hermite polynomials. Additionally, inves-
tigating more efficient algorithms and strategies for handling high-dimensional
data could be valuable. Furthermore, examining the applicability of our ap-
proach to various types of problems and datasets would also be worth pursu-
ing.
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Appendix A: Additional proofs and results
A.1. Proof of Lemma 2.2

Proof of Lemma 2.2. We denote by N (0,I;) the d-dimensional normal distri-
bution with mean 0 € R% and covariance matrix I;. For any k € N, z, 2’ € R¢,
using Vz € R, hi(z) = #EYNN(OJ)(Z +iY)* (which can be shown by recur-
rence), we have

d
Z Ha(x)Ha(x/) = Z H ha, (Ta)ha, (mé)

la|l=k la|=k a=1

—EYY’NN(OId)< Z H xa+zY VYo (xl, + Y )

jal=ka=1 "
1 T T T T..\)*
:H]EY7Y/NN(07Id) (' =YY +i("Y' +Y"2))").
This shows rotational invariance, that is, for any orthogonal matrix R € Oy,

> Huo(w)Ho(2') = Y Ha(Rx)Ho(Rz'). O

la|=Fk la|=k

A.2. Proof of Lemma 4.1

Proof of Lemma 4.1. Define H = {h: (z,y) € X x Y — {(y, f(x)), for f € G}.
We have that

sup (R(f) — R(f)) + sup (R(f) — R(f))

feg feg
= s (B2 - %ih@“”) w5 Zh =)

We define the Rademacher complexity of the set H by

R"(H):ED5~(M{ 11} (sup Zg’ >’

heH T

where € ~ (Z/{ {-1, 1})” means that each component of ¢ is independent and
follows the uniform distribution over the set {—1,1}.
Using Proposition 4.2 from [4], we obtain

su - = (Z
gL o) <on
Ep ( sup % 3 n(:0) - E(h(z))) < 2R, (H)
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Now from Assumption 4.2.2 and using Proposition 4.3 from [4]
R,(H) < G- R,(G),
with

Ra9) =By oy (505 D asa®)).

fegnz 1

We have from Exercise 4.9 from [4] that R,(G) < \/ZGn(G). Combining all
inequalities yields the desired result. O

A.3. Lemma A.1 and its proof

Lemma A.1. Under Assumption 4.1, Assumptions 4.2.1, 4.2.2, 4.2.3, with D >
Q(f*), and fP := argmin;z Q(f)<D R(f), for any & € (0,1), with probability
larger than 1 —§

w2 5

Proof of Lemma A.1. Define G :={f € F, Q(f ) < D}. We apply McDiarmid’s

inequality [7] to sup g R(f) — R(f) +SUPeg R(f) = R(f), which has bounded
variation with constant 4/, /n, yielding that for all § € (0,1)

X(HQ(X)Q) N 40021;/5

a€e(Nd)*

Pp (sup R(f) - R(f) +supR() — R() <
feg feg

N N 0so2V/2 1
E(;légR(f)—R(f)Jr;ggR(f)— =T 10g5>>1—5-

We recall that

R(fP) = R(f*) < supR(f) — R(f) +sup R(f) — R(f)

feg feg

and from the proof of Lemma 4.3

E<sup (R() =) + sup (R(1) ~ R(1)

feg feg
<y [ \/ ‘“'EX(H (X)2),

yielding the final result. O
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A.4. Proof of Lemma 4.4

Proof of Lemma 4.4. The result for centred normal data with identity covari-
ance matrix is by the construction of the Hermite polynomials [15].
If || X |2 is bounded by R, using the bound from Equation (2.3), we get that

Ex(H.(X)?) < E(XI7/2) <Ex (6R2/2) < R

If X is such that || X|| is subgaussian with variance proxy o2, we know that
YA < 1/(6v/2e0), then Ex (el XI°X*) < ¢72eX*0% 130 Proposition 2.5.2]. There-
fore, using the bound from Equation (2.3), we have

EX(HQ(X)2) < E(e”XH2/2) < 63660'2 <e

This concludes the study of Ex (Ha(X)?). O

A.5. Proof of Lemma 4.5

Proof of Lemma 4.5. Using d-dimensional geometric random variables, we know
that

lal 1
Z (1—p)pl®l =1, and therefore Z P <

i _ d'
aeNd € (Nd)* |a| (1 p)

For the other setting,

M
5 izzl d—1+k) _ M+1(M+dy
ol k\ d—1 d \M+1

a
a€(NH)*,|a|<M

which concludes the proof. O

A.6. Proof of Corollary 4.1

Proof of Corollary 4.1. First, we note from Lemma 4.4 that for any o € N
we have Ex (Hq(X)?) < eR°/2. Additionally, from Lemma 4.5, we know that
Paciny ol < T

Next, we aim to improve the use of McDiarmid’s inequality by bounding the
deviation of supse r o(ry<p R(f) = R(f) +supser ar)<p R(f) — R(f) when a
single data point (z(?),y(*) is changed to (#(?), (")) changing the dataset from
D to D. In the original proof of Theorem 4.1, we used 4l /n as our bound, but
we can provide a tighter bound. We write ﬁp( f) to specify the dependency on
the dataset. We also write G := {f € F, Q(f) < D}. Specifically, we have

~ ~

sup R(f) = Ro(f) = sup R(f) = Rp(f)
reg reg



Nonparametric linear feature learning 4115

—supR(f) — Rp(f) + —€(3D, FED)) — Loy, f(2D)) — sup R(f) — Rp(f)
feg n n feg

Loy grnti I G i
<sup —£(5V, f(&")) = —£(y?, (D)),
feg n n

and similarly

- = 1 i i 1 ~ (i
supRp(f) — R(f) —sup Ry (f) — R(f)<sup —L(yD, fzD)) — —0(5D, f(zD).
feg feg fegn n

Combining both and taking the argmax functions f; and fo, we obtain

supR(f)—Rop(f)—sup R(f)~Rp(f)+sup Rp(f)~R(f)—sup Rp(f)~R(f)
feg feg feg feg

L i = (i 1 i i 1 i i L i ~ (i
< (g0, f1(@Y) = —eyW, @)+~ D, o)) = —0GY, f2(20)

n n n n

G

< z(|(f1 — £2)@ D)+ [(f1 = f2)(@D)])
4
< -G sup |f ()]
N feFQ(f)<DaeRd|z|2<R
4
<-GD sup Q((Ha(2))a)
n z€RY ||z][2<R
< éGD sup 1+ Z %Ha(w)Q
n R4, ||z|2<R af

ae(Nd)*

4 eR?/2
< —-GDy|14+ ——.
T =)

We can obtain the same exact bound for the opposite quantity of

supR(f)~Rop (f)=sup R(f)~Rop(f)+sup R (f)=R(f) = sup R (f)~R(f)
feg feg feg feg

by using the same arguments. We use this bound for D = 2Q(f*). The result

follows by employing the proof of Theorem 4.1. O

Appendix B: Technical details of the numerical experiments

Experiment 1 For MAVE and RegFeal,, the MARS final training used
the default parameters provided by the py-earth python package (https://
contrib.scikit-learn.org/py-earth/), except for the maximum degree,
which was taken as the estimated dimension for both methods. MAVE was
run using the provided CRAN package in R (https://cran.r-project.org/
web/packages/MAVE/index.html) and the default parameters.

The number of iterations nj., was set to 5. For RegFeal, the cross-validation
for p x p was done over the grid defined by (0.01,0.05,0.1,0.2,0.4,0.6,0.8) for p
and (1000, 100, 10,1, 0.1,0.01,0.001) /d((=")/") for p.


https://contrib.scikit-learn.org/py-earth/
https://contrib.scikit-learn.org/py-earth/
https://cran.r-project.org/web/packages/MAVE/index.html
https://cran.r-project.org/web/packages/MAVE/index.html
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The cross-validation for Kernel Ridge was done on parameter A\, with the
set of values (1000,100, 10, 1,0.1,0.01,0.001)/d((?=")/") The score of the noise

no

level was estimated by 1 — —ne”
Y Z;L:l(yéélt_gtest)Q

Experiment 2 For each value of n, we used cross-validation for the largest
value of m and then used the selected p and A for all other values of m. The
cross-validation was done over the grid defined by (0.2,0.4, 0.6, 0.8, 1.0) for p and
(100, 1,0.1,0.01,0.001) /d>=)/7) for y. The number of iterations niie; was 3.

Experiment 3 The cross-validation for p x p was done over the grid defined
by (0.2,0.4,0.6,0.8,1.0), for p and (100, 1,0.1,0.01,0.001)/dZ=")/") for p.

Acknowledgments

The author thanks Lawrence Stewart, Antonin Brossollet and Oumayma Bounou
for fruitful discussions related to this work. The authors are grateful to the
CLEPS infrastructure from INRIA PARIS for providing resources and sup-
port, particularly Simon Legrand (https://paris-cluster-2019.gitlabpages.inria.
fr/cleps/cleps-userguide/index.html).

Funding

This work is funded in part by the French government under the management of
Agence Nationale de la Recherche as part of the “Investissements d’avenir” pro-
gram, reference ANR-19-P3IA-0001 (PRAIRIE 3IA Institute). We also acknowl-
edge support from the European Research Council (grants SEQUOIA 724063
and DYNASTY 101039676).

References

[1] ANTONIADIS, A., LAMBERT-LACROIX, S. and LEBLANC, F. (2003). Ef-
fective dimension reduction methods for tumor classification using gene
expression data. Bioinformatics 19 563-570.

[2] ARONSZAJIN, N. (1950). Theory of reproducing kernels. Transactions of the
American Mathematical Society 68 337-404. MR0051437

[3] BABICHEV, D. and BAcH, F. (2018). Slice inverse regression with score
functions. Electronic Journal of Statistics 12 1507-1543. MR3804844

[4] BAcH, F. (2024). Learning Theory from First Principles. MIT Press to
appear.

[5] Bach, F., JENATTON, R., MAIRAL, J. and OBOZINSKI, G. (2012). Opti-
mization with sparsity-inducing penalties. Foundations and Trends in Ma-
chine Learning 4 1-106.

[6] BARTLETT, P. and MENDELSON, S. (2002). Rademacher and Gaussian
complexities: risk bounds and structural results. Journal of Machine Learn-

ing Research 3 463-482. MR1984026


https://paris-cluster-2019.gitlabpages.inria.fr/cleps/cleps-userguide/index.html
https://paris-cluster-2019.gitlabpages.inria.fr/cleps/cleps-userguide/index.html
https://mathscinet.ams.org/mathscinet-getitem?mr=0051437
https://mathscinet.ams.org/mathscinet-getitem?mr=3804844
https://mathscinet.ams.org/mathscinet-getitem?mr=1984026

[7]

8]

[9]

[10]

[11]

[16]

[17]

Nonparametric linear feature learning 4117

BOUCHERON, S., Lucosi, G. and MAssART, P. (2013). Concentration
Inequalities: A Nonasymptotic Theory of Independence. Oxford University
Press. MR3185193

BRILLINGER, D. (2012). A generalized linear model with “Gaussian” re-
gressor variables. In Selected Works of David Brillinger 589-606. Springer.
MR2906069

CABANNES, V., PILLAUD-VIVIEN, L., BacH, F. and Rupi, A. (2021).
Overcoming the curse of dimensionality with Laplacian regularization in
semi-supervised learning. In Advances in Neural Information Processing
Systems (NeurIPS) 34 30439-30451.

Cook, R. D. and WEISBERG, S. (1991). Sliced inverse regression for di-
mension reduction: comment. Journal of the American Statistical Associa-
tion 86 328-332. MR1137117

DALALYAN, A., JUDITSKY, A. and SPOKOINY, V. (2008). A new algo-
rithm for estimating the effective dimension-reduction subspace. Journal
of Machine Learning Research 9 1647-1678. MR2438819

FrRIEDMAN, J. H. (1991). Multivariate adaptive regression splines. The
Annals of Statistics 19 1-67. MR1091842

Fukumizu, K., BAcH, F. and JOrRDAN, M. I. (2009). Kernel dimension
reduction in regression. The Annals of Statistics 37 1871-1905. MR2533474
GYORFI, L., KOHLER, M., Krzvzak, A. and WaLK, H. (2002).
A Distribution-Free Theory of Nonparametric Regression. Springer Series
in Statistics. Springer. MR1920390

HERMITE, C. (2009). Sur un nouveau développement en série des fonctions.
In (Buvres de Charles Hermite, 2 293-308. Cambridge University Press.
MR2866144

HRISTACHE, M., JUDITSKY, A. and SPOKOINY, V. (2001). Direct estima-
tion of the index coefficient in a single-index model. The Annals of Statistics
29 593-623. MR1865333

JENATTON, R., AUDIBERT, J.-Y. and BAcH, F. (2011). Structured vari-
able selection with sparsity-inducing norms. Journal of Machine Learning
Research 12 2777-2824. MR2854347

JENATTON, R., OBOzINSKI, G. and BACH, F. (2010). Structured sparse
principal component analysis. In International Conference on Artificial In-
telligence and Statistics (ICML) 366-373.

JING ZENG, Q. M. and ZHANG, X. (2024). Subspace estimation with au-
tomatic dimension and variable selection in sufficient dimension reduction.
Journal of the American Statistical Association 119 343-355. MR4713897
L1, K.-C. (1991). Sliced inverse regression for dimension reduction. Journal
of the American Statistical Association 86 316-327. MR1137117

L1, K.-C. (1992). On principal Hessian directions for data visualization
and dimension reduction: another application of Stein’s lemma. Journal of
the American Statistical Association 87 1025-1039. MR1209564
PEDREGOSA, F., VArRoQuAuUX, G., GRAMFORT, A., MICHEL, V.,
THIRION, B., GRISEL, O., BLONDEL, M., PRETTENHOFER, P., WEISS, R.,
DuBoURG, V., VANDERPLAS, J., PAssos, A., COURNAPEAU, D.,


https://mathscinet.ams.org/mathscinet-getitem?mr=3185193
https://mathscinet.ams.org/mathscinet-getitem?mr=2906069
https://mathscinet.ams.org/mathscinet-getitem?mr=1137117
https://mathscinet.ams.org/mathscinet-getitem?mr=2438819
https://mathscinet.ams.org/mathscinet-getitem?mr=1091842
https://mathscinet.ams.org/mathscinet-getitem?mr=2533474
https://mathscinet.ams.org/mathscinet-getitem?mr=1920390
https://mathscinet.ams.org/mathscinet-getitem?mr=2866144
https://mathscinet.ams.org/mathscinet-getitem?mr=1865333
https://mathscinet.ams.org/mathscinet-getitem?mr=2854347
https://mathscinet.ams.org/mathscinet-getitem?mr=4713897
https://mathscinet.ams.org/mathscinet-getitem?mr=1137117
https://mathscinet.ams.org/mathscinet-getitem?mr=1209564

4118

[23]

[24]

B. Follain and F. Bach

BRUCHER, M., PERROT, M. and EDOUARD DUCHESNAY (2011). Scikit-
learn: machine learning in Python. Journal of Machine Learning Research
12 2825-2830. MR2854348

RECHT, B., FAZEL, M. and PARRILO, P. A. (2010). Guaranteed minimum-
rank solutions of linear matrix equations via nuclear norm minimization.
SIAM Review 52 471-501. MR2680543

Rosasco, L., VILLA, S., Moscr, S., SANTORO, M. and VERRI, A. (2013).
Nonparametric sparsity and regularization. Journal of Machine Learning
Research 14 1665-1714. MR3104492

Rupi, A., CAMORIANO, R. and Rosasco, L. (2015). Less is more: Nys-
trom computational regularization. In Advances in Neural Information Pro-
cessing Systems (NeurIPS) 28.

STENSETH, N. C., Tao, Y., ZHANG, C., BRAMANTI, B., BUNTGEN, U.,
Cong, X., Cul, Y., ZHOUu, H., DawsoN, L. A., MOONEY, S. J., L1, D.,
FELL, H. G., COHN, S., SEBBANE, F., SLAVIN, P., Li1ANG, W., ToNG, H.,
YaNG, R. and Xu, L. (2022). No evidence for persistent natural plague
reservoirs in historical and modern Europe. Proceedings of the National
Academy of Sciences of the United States of America 119.

STOKER, T. M. (1986). Consistent estimation of scaled coefficient. Econo-
metrica 54 1461-1481. MRO0868152

SzeGO, G. (1939). Orthogonal Polynomials. American Mathematical Soci-
ety Collogquium Publications. American Mathematical Society. MR0000077
TIBSHIRANI, R. (1996). Regression shrinkage and selection via the Lasso.
Journal of the Royal Statistical Society. Series B (Statistical Methodology)
58 267-288. MR1379242

VERSHYNIN, R. (2018). High-Dimensional Probability: An Introduction
with Applications in Data Science. Cambridge Series in Statistical and
Probabilistic Mathematics. Cambridge University Press. MR3837109
WanBA, G. (1990). Spline Models for Observational Data. Society for In-
dustrial and Applied Mathematics. MR1045442

WRIGHT, S. (1921). Correlation and causation. Journal of Agricultural
Research 20 557-585.

X1a, Y. (2008). A multiple-index model and dimension reduction. Journal
of the American Statistical Association 103 1631-1640. MR2504209

X1a, Y., Tong, H., L1, W. K. and Zau, L.-X. (2002). An adaptive
estimation of dimension reduction space. Journal of the Royal Statistical
Society. Series B (Statistical Methodology) 64 363-410. MR1924297
YUAN, M. and LIN, Y. (2006). Model selection and estimation in regression
with grouped variables. Journal of the Royal Statistical Society. Series B
(Statistical Methodology) 68 49-67. MR2212574

ZHANG, C.-H. (2010). Nearly unbiased variable selection under minimax
concave penalty. The Annals of Statistics 38 894-942. MR2604701


https://mathscinet.ams.org/mathscinet-getitem?mr=2854348
https://mathscinet.ams.org/mathscinet-getitem?mr=2680543
https://mathscinet.ams.org/mathscinet-getitem?mr=3104492
https://mathscinet.ams.org/mathscinet-getitem?mr=0868152
https://mathscinet.ams.org/mathscinet-getitem?mr=0000077
https://mathscinet.ams.org/mathscinet-getitem?mr=1379242
https://mathscinet.ams.org/mathscinet-getitem?mr=3837109
https://mathscinet.ams.org/mathscinet-getitem?mr=1045442
https://mathscinet.ams.org/mathscinet-getitem?mr=2504209
https://mathscinet.ams.org/mathscinet-getitem?mr=1924297
https://mathscinet.ams.org/mathscinet-getitem?mr=2212574
https://mathscinet.ams.org/mathscinet-getitem?mr=2604701

	Introduction
	Preliminaries
	Problem description
	Penalising by derivatives
	Hermite polynomials for variable selection
	Hermite polynomials for feature learning

	Estimator computation
	Variational formulation
	Optimisation procedure
	Sampling approximation of the kernel

	Statistical properties
	Setup
	Rademacher complexity
	Statistical convergence
	Dependence on problem parameters

	Numerical study
	Setup
	Results

	Conclusion
	Additional proofs and results
	Proof of Lemma 2.2
	Proof of Lemma 4.1
	Lemma A.1 and its proof
	Proof of Lemma 4.4
	Proof of Lemma 4.5
	Proof of Corollary 4.1

	Technical details of the numerical experiments
	Acknowledgments
	Funding
	References

